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 Quiz EL404 
Digital Modulation Schemes 

 

 

Lucas Monteiro Nogueira 
A PROBLEMS 

B Problem 1 (Sklar, 2001)  

Find the number of bit errors made in one day by the following 
continuously operating coherent BPSK receiver. The data rate is 5000 bits/s. 
The input digital waveforms are s1(t) = Acos(𝜔𝜔0t) and s2(t) = −Acos(𝜔𝜔0t) where 
A = 1 mV and the single-sided noise power spectral density is N0 = 10–11 W/Hz. 
Assume that signal power and energy per bit are normalized relative to a 1-Ω 
resistive load. 

B Problem 2 (Sklar, 2001)  

A continuously operating coherent BPSK system makes errors at the 
average rate of 100 errors per day. The data rate is 1000 bits/s. The single-
sided noise power spectral density is N0 = 10–10 W/Hz. 
Problem 2.1: If the system is ergodic, what is the average bit error 
probability? 
Problem 2.2: If the value of received average signal power is adjusted to be 
10–6 W, will this received power be adequate to maintain the error probability 
found in part 1?   

B Problem 3 (Proakis and Salehi, 2008)  

 

Problem 3.1: The nearest-neighbor signal points in the 8-QAM signal 
constellation are separated in distance by Aunits. Determine the radii a and b 
of the inner and outer circles, respectively. 
Problem 3.2: The adjacent signal points in the 8-PSK are separated by a 
distance of A units. Determine the radius r of the circle. 
Problem 3.3:  Determine the average transmitter powers for the two signal 
constellations, and compare the two powers. What is the relative power 
advantage of one constellation over the other? (Assume that all signal points 
are equiprobable.) 

B Problem 4 (Proakis and Salehi, 2008) 

Problem 4.1: Reconsider the 8-point QAM signal constellation shown in the 
introduction to Problem 3. Is it possible to assign 3 data bits to each point of 
the signal constellation such that the nearest (adjacent) points differ in only 
1 bit position? 
Problem 4.2: Determine the symbol rate if the desired bit rate is 90 Mbits/s. 

B Problem 5 (Proakis and Salehi, 2008) 

Consider the two 8-point QAM signal constellations illustrated in 
figures (a) and (b) below. The minimum distance between two adjacent points 
is 2A. Determine the average transmitted power for each constellation, 
assuming that the signal points are equally probable. Which constellation is 
more power-efficient? 
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Problem 5.1: What is the maximum allowable time interval between sample 
values that will ensure perfect signal reproduction? 
Problem 5.2: If we want to reproduce 1 hour of this waveform, how many 
sample values need to be stored? 

B Problem 6 (Proakis and Salehi, 2008) 

Specify a Gray code for the 16-QAM signal constellation illustrated 
below. 

B Problem 7 (Proakis and Salehi, 2008) 

In an MSK signal, the initial state for the phase is either 0 or 𝜋𝜋 rad. 
Determine the terminal phase state for the following four input pairs of 
input data: 
1. 00 
2. 01 
3. 10 
4. 11 

B Problem 8 (Sklar, 2001) 

If a system’s main performance criterion is bit-error probability, 
which of the following two modulation schemes would be selected for an 
AWGN channel? Show your calculations. 

 
 

B Problem 9 (Sklar, 2001) 

A bit-error probability PB = 10–3 is required for a system with a data 
rate of 100 kbits/s to be transmitted over an AWGN channel using coherently 
detected MPSK modulation. The system bandwidth is 50 kHz. Assume that 
the system frequency transfer function is a raised cosine with a roll-off 
characteristic of r = 1 and that a Gray code is used for the symbol to bit 
assignment. 
Problem 9.1: What symbol energy to noise power ratio, Es/N0, is required for 
the specified Pb? 
Problem 9.2: What bit energy to noise power ratio, Eb/N0, is required? 

B Problem 10 

A differentially coherently MPSK system operates over an AWGN 
channel with a bit energy to noise density ratio, Eb/N0, of 10 dB. What is the 
symbol error probability M = 8 and equally likely symbols? 

 
 

 

Binary noncoherent orthogonal FSK with Eb/N0 = 13 dB  
Binary coherent PSK with Eb/N0 = 8 dB  
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B Problem 11 (Sklar, 2001) 

If a system’s main performance criterion is bit-error probability, 
which of the following two modulation schemes would be selected for 
transmission over an AWGN channel?  

 

Coherent 8-ary orthogonal FSK with Eb/N0 = 8 dB  
Coherent 8-ary PSK with Eb/N0 = 13 dB  

B Problem 12 (Haykin, 2001) 

Problem 12.1: In a coherent FSK system, the signals s1(t) and s2(t) representing 
symbols 1 and 0, respectively, are defined by 
 

( ) ( )1 2, cos 2 ; 0
2c c b
fs t s t A f t t Tπ ∆  = ± ≤ ≤    

 

 

Assuming that fc ≫ Δf, show that the correlation coefficient of the 
signals s1(t) and s2(t) is approximately given by 

( ) ( )

( )
( )1 20

2
10

sinc 2
b

b

T

bT

s t s t dt
fT

s t dt
ρ = ≈ ∆∫

∫
 

Problem 12.2: What is the minimum value of frequency shift Δf for which the 
signals s1(t) and s2(t) are orthogonal? 
Problem 12.3: What is the value of Δf that minimizes the average probability 
of symbol error? 
Problem 12.4: For the value of Δf obtained in part 3, determine the increase in 
Eb/N0 required so that this coherent FSK system has the same noise 
performance as a coherent binary PSK system.  

B Problem 13 (Haykin, 2001) 

A PSK signal is applied to a correlator supplied with a phase reference 
that lies within 𝜑𝜑 radians of the exact carrier phase. Determine the effect of 
the phase error 𝜑𝜑 on the average probability of error of the system.  

B Problem 14 

There are two ways of detecting an MSK signal. One way is to use a 
coherent receiver to take full account of the phase information content of 
the MSK signal. Another way is to use a noncoherent receiver and disregard 
the phase information. The second method offers the advantage of 
simplicity of implementation, at the expense of a degraded noise 
performance. By how many decibels do we have to increase the bit energy-
to-noise density ratio Eb/N0 in the second case so as to realize an average 
probability of symbol error equal to 10–5 in both cases? 

B Problem 15 (Haykin, 2001) 

Problem 15.1: Just as in an ordinary QPSK modulator, the output of a 𝜋𝜋/4-
shifted DQPSK modulator may be expressed in terms of its in-phase and 
quadrature components as follows: 
 

( ) ( ) ( ) ( ) ( )cos 2 sin 2I c Q cs t s t f t s t f tπ π= −  
 

Formulate the in-phase component sI(t) and quadrature component 
sQ(t) of the 𝜋𝜋/4-shifted DQPSK signal. Hence, outline a scheme for the 
generation of 𝜋𝜋/4-shifted DQPSK signals. 
Problem 15.2: An interesting property of 𝜋𝜋/4-shifted DQPSK signals is that 
they can be demodulated using an FM discriminator. Demonstrate the 
validity of this property.  

B Problem 16 (Lathi, 1998) 

Problem 16.1: A binary source emits data at a rate of 400,000 bit/s. 
Multiamplitude shift keying (M-PAM) with M = 2, 16, and 32 is considered. In 
each case, determine the signal power required at the receiver input and the 
minimum transmission bandwidth required if Sn(𝜔𝜔) = 10–8 and the bit error 
rate Pb is required to be less than 10–6. 
Problem 16.2: Repeat the previous problem for M-ary PSK.  
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B Problem 17 (Proakis and Salehi, 2008) 
The signal constellation for a communication system with 16 

equiprobable symbols is illustrated below. The channel is AWGN with noise 
power spectral density of N0/2.  

 

Problem 17.1: Using the union bound, find a bound in terms of A and N0 on 
the error probability for this channel.  
Problem 17.2: Determine the average signal to noise ratio, SNR, per bit for 
this channel. 
Problem 17.3: Express the bound found in part 1 in terms of the average SNR 
per bit. 
Problem 17.4: Compare the power efficiency of this system with a 16-level 
PAM system. 

B Problem 18 (Proakis and Salehi, 2008) 

The equivalent lowpass waveforms for three signal sets are shown in 
the following figure. Each set may be used to transmit one of four equally 
probable messages over an additive white Gaussian noise channel. The 
equivalent lowpass noise z(t) has zero-mean and autocorrelation function 
Rz(𝜏𝜏) = 2N0𝛿𝛿(𝜏𝜏). 

 

Problem 18.1: Classify the signal waveforms in sets I, II, and III. In other 
words, state the category or class to which each signal set belongs. 
Problem 18.2: What is the average transmitted energy for each signal set? 
Problem 18.3: For signal set I, specify the average probability of error if the 
signals are detected coherently. 
Problem 18.4: For signal set II, give a union bound on the probability of a 
symbol error if the detection is performed (i) coherently and (ii) 
noncoherently. 
Problem 18.5: Is it possible to use noncoherent detection on signal set III? 
Explain. 
Problem 18.6: Is it possible to use noncoherent detection on signal set III? 
Explain. 
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B Problem 19 (Proakis and Salehi, 2008) 
A binary signaling scheme over an AWGN channel with noise power 

spectral density of N0/2 uses the equiprobable messages illustrated below 
and is operating at a bit rate of R bits/sec. 

 
Problem 19.1: What is Eb/N0 for this system (in terms of N0 and R)? 
Problem 19.2: What is the error probability for this system (in terms of N0 and 
R)? 
Problem 19.3: By how many decibels does this system underperform a binary 
antipodal signaling system with the same Eb/N0? 
Problem 19.4: Now assume that this system is augmented with two more 
signals s3 (t) = −s1 (t) and s4(t) = −s2(t) to result in a 4-ary equiprobable system. 
What is the resulting transmission bit rate? 
Problem 19.5: Using the union bound, find a bound on the error probability of 
the 4-ary system introduced in part 4. 

A ADDITIONAL INFORMATION 
The following two pages show tabulated values of the Q function.  
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A SOLUTIONS 

P.1 c Solution 
The bit-error probability can be restated as 

2

0 0

2 b
b

E A TP Q Q
N N

  
= =         

 

Here, amplitude A = 10–3 V, period T = 1/5000 = 2.0×10–4 s, and noise 
power spectral density N0 = 10–11 W/Hz, giving 

( ) ( )
( )

23 4

11

10 2.0 10
4.47

10bP Q Q
− −

−

 × × = = 
 
 

 

Referring to the Q function table, we see that Q(4.47) = 0.3911×10–5, or 
3.91×10–6. It follows that the average number of errors in one day amounts to 

bitNo. of errors 5000=
sec

sec86,400× 6 errors3.91 10
day bit

−× ×  

No. of errors 1690 errors/day∴ =  

P.2 c Solution 
Problem 2.1: For a data rate of 1000 bits/s, the number of bits 

detected in one day is 1000 × 86,400 = 8.64×107 bits. The bit-error 
probability is then 

 

6
7

100 1.16 10
8.64 10bP −= = ×

×
 

Problem 2.2: For the given data (S = 10-6
 W, T = 1/1000 = 10-3 s, N0 = 10-10 

W/Hz), we may write 

( )
6 3

10
0 0

2 2 2 10 10 4.47
10

b
b

E STP Q Q Q Q
N N

− −

−

     × ×
= = = =            

 

In Problem 1, Q(√4.47) was read to be 3.91×10–6. Thus, 
 

63.91 10bP −′ = ×  
 

This is greater than the probability found in part 1; therefore, a 
received power of 10-6 W does not suffice to maintain the bit-error 
probability found in the previous part. 

P.3 c Solution 
Problem 3.1: Using the Pythagorean theorem, we can find the radius 

of the inner circle as 

2 2 2

2
Aa a A a+ = → =  

The radius of the outer circle can be found using the cosine rule. Since 
b is the third side of a triangle with sides a and A and angle between them 
equal to 𝜃𝜃 = 75o, we may write 

2 2 2 1 32 cos75º
2

b a A aA b A+
= + − → =  

Problem 3.2: If we denote by r the radius of the circle, then using the 
cosine theorem we obtain 

2 2 2 22 cos45º
2 2

AA r r r r= + − → =
−

 
 

Problem 3.3: The average transmitted power of the PSK constellation 
is 
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2
218

8 2 22 2
PSK

A AP
 

= × × =   −− 
 

The average transmitted power of the QAM constellation is, in turn, 

( ) ( )2 2
2

2 2
1 3 2 1 31 4 4

8 2 4 8QAM QAM
AP A P A

   + + +   = × + → =   
      

 

The relative power advantage of the PSK constellation over the QAM 
constellation is 

( )
( )2

1 2 2
Gain 1.443

2 1 3 8
PSK

QAM

P
P

−
= = =

 + +  

 

or 10log10(1.443) = 1.593 dB.  

P.4 c Solution 
Problem 4.1: Although it is possible to assign three bits to each point 

of the 8-PSK signal constellation so that adjacent points differ in only one bit 
(e.g., going in a clockwise direction: 000, 001, 011, 010, 110, 111, 101, 100), this 
is not the case for the 8-QAM constellation of the given figure. To see this, 
consider an equilateral triangle with vertices A, B and C. If, without loss of 
generality, we assign the all zero sequence {0, 0, …, 0} to point A, then points 
B and C should have the form 

{0,...,0,1,0,...,0} ; {0,...,0,1,0,...,0}B C= =  

where the position of the 1 in the sequences is not the same, otherwise B = C. 
Thus, the sequences of B and C differ in two bits.  

Problem 4.2: Since each symbol conveys 3 bits of information, the 
resulting symbol rate is 90×106/3 = 30 million symbols per second. 

P.5 c Solution 
The constellation in figure (a) has four points at a distance 2A from 

the origin (the points over one of the coordinate axes) and four points at a 
distance 2√2A (the ones on the vertices of the square formed by the eight 
points). Thus, the average transmitted power of the second constellation is 

 

( ) ( ) ( )22 2 21 14 2 4 2 2 16 32
8 8aP A A A A = × × + × = × +  

 

26aP A∴ =  
< 

The second constellation has four points at a distance √7A from the 
origin, two points at a distance √3A, and two points at a distance A. Thus, the 
average transmitted power of the second constellation is 

 

( ) ( ) ( )2 2 2 2 2 21 14 7 2 3 2 28 6 2
8 8bP A A A A A A = × × + × + = × + +  

 

29
2bP A∴ =  

 

Since Pb < Pa, the second constellation is more power efficient.  

P.6 c Solution 
One way to label the points of the constellation at hand using a Gray 

code is depicted below. 

 



8 
© 2021 Montogue Quiz 

P.7 c Solution 
We assume that the input bits 0, 1 are mapped to the symbols −1 and 

1, respectively. The terminal phase of an MSK signal at time instant n is given 
by 

 

( ) 0
0

;
2

k

k
k

n aπθ θ
=

= +∑a  

 

where 𝜃𝜃0 is the initial phase and ak is ±1 depending on the input bit at the 
time instant k. The following table shows 𝜃𝜃(n; a) for two different values of 
𝜃𝜃0(0,𝜋𝜋) and the four input pairs of data: {00, 01, 10, 11}. 

 

 

 

 

 

 

 

 

P.8 c Solution 
First note that 13 dB = 101.3 ≈ 20. Evoking the expression for bit-error 

probability in noncoherent BFSK, we write 

5

0
,1

1 1 20exp exp 2.27 10
2 2 2 2

b
b

E
P

N
−   = − = × − = ×   

  
 

Next, noting that 8 dB ≈ 6.31, we appeal to the expression for BER in 
coherent BPSK, giving 

( ) ( )
0

,2
2

2 6.31 3.55b
b

E
P Q Q Q

N
 

= = × =  
 

 

Referring to the Q function table, we read a probability of 0.1926×10-

3, or 
3 4

,2 0.1926 10 1.93 10bP − −≈ × = ×  

Since Pb,1 < Pb,2, use of noncoherent BPSK with energy per bit to noise 
power equal to 13 dB should be selected in lieu of coherent BPSK with Eb/N0 
equal to 8 dB.  

P.9 c Solution 
Problem 9.1: With roll-off r = 1, no ISI, and a bandwidth of 50 kHz, the 

symbol rate can be calculated as 

( )1
1

DSB
DSB s s

W
W r R R

r
= + → =

+
 

50 25ksymbols/s
1 1sR∴ = =
+

 

We proceed to determine M for this MPSK modulation, 
 

2log 2 S

S

R RRk M M
R

= = → =  

100 252 16M∴ = =  

Utilizing a Gray code assignment, the bit error and symbol error 
probability are associated by the simple relationship PB ≈ PE/log2 M, so that 

 

2
2

log
log

E
B E B

PP P P M
M

≈ → = ×  

3 3
210 log 16 4.0 10EP − −∴ = × = ×  

𝜃𝜃0 b0 b1 a0 a1 𝜃𝜃(n; a) 
0 0 0 −1 −1 −𝜋𝜋

2
− 𝜋𝜋

2
 + 0 =−𝜋𝜋 

0 0 1 −1 1 −𝜋𝜋
2

+ 𝜋𝜋
2
 + 0 = 0 

0 1 0 1 −1 𝜋𝜋
2
− 𝜋𝜋

2
 + 0 = 0 

0 1 1 1 1 𝜋𝜋
2

+ 𝜋𝜋
2
 + 0 = 𝜋𝜋 

𝜋𝜋 0 0 −1 −1 −𝜋𝜋
2
− 𝜋𝜋

2
 + 𝜋𝜋 = 0 

𝜋𝜋 0 1 −1 1 −𝜋𝜋
2

+ 𝜋𝜋
2
 + 𝜋𝜋 = 𝜋𝜋 

𝜋𝜋 1 0 1 −1 𝜋𝜋
2
− 𝜋𝜋

2
 + 𝜋𝜋 = 𝜋𝜋 

𝜋𝜋 1 1 1 1 𝜋𝜋
2

+ 𝜋𝜋
2
 + 𝜋𝜋 = 2𝜋𝜋 
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We aim for the symbol energy to noise density ratio, Es/N0, which can 
be found from the expression 

( ) 3 3

0 0

2 2
2 sin 4.0 10 sin 2.0 10s s

E
E E

P M Q Q
N M N M

π π− −   
≈ = × → = ×      

   
 

Referring to the Q function table, we see that a value of 2.0×10-3 or, 
equivalently, 0.2×10-2, corresponds to about 2.88 (the closest entry is for 
0.1988×10-2). It follows that 

( )0 0

2 2.88sin 2.88
2 sin

s sE E
N M N M

π
π

= → =  

( )0

2
2.88

2 sin
sE

N Mπ

 
∴ =  

  
 

( )0

2
2.88 109

2 sin 16
sE

N π

 
∴ = = 

  
 

0

20.4dBsE
N

∴ =  

Problem 9.2: The value of Eb/N0 is 

0

109 109 27.3
4

bE
N k

= = =  

or, equivalently, 14.4 dB.  

P.10 c Solution 
For M = 8, we have k = log2 M = log2 8 = 3 and 
 

0 0

3 10 30 14.8dBs bE E
k

N N
= = × = =  

 

The error probability is then 
 

( )
0

22 sin 2 2 30 sin 2 2.12
2 2 8

s
E

EP Q Q Q
N M

π π      
= = × × =      ×       

 

 

Referring to the Q function table, we read Q(2.12) = 0.1743×10-1, giving 
 

( )1 22 0.174 10 3.48 10EP − −= × × = ×  

P.11 c Solution 
Noting that 8 dB = 6.31 and k = log2M = 3, we proceed to compute the 

symbol error probability 
 

0 0

3 6.31 18.9bsE E
k

N N
= = × =  

so that 

( ) ( ) ( ) ( ) ( )
0

1 8 1 18.9 7 4.35s
E

EP M M Q Q Q
N

 
= − = − × =  

 
 

( ) ( ) ( )5 57 4.35 7 0.8807 10 6.16 10EP M Q − −∴ = = × × = ×  

The corresponding bit error probability is then 
 

( )5 5
1 3 1

,1 3
2 2 6.16 10 3.52 10
2 1 2 1E

k

b kP P − −
− −

= = × × = ×
− −

 

 

Consider now a coherent 8-ary PSK scheme with Eb/N0 = 13 dB = 20. 
The symbol error probability is 

 

0 0

3 20 60bsE E
k

N N
= = × =  

so that 
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( ) ( )
0

2
2 sin 2 2 60 sin 2 4.19

8
s

E
E

P M Q Q Q
N M

π π      = = × × =            
 

( ) ( ) ( )4 52 4.19 2 0.2157 10 4.31 10EP M Q − −∴ = = × × = ×  

The corresponding bit error probability is then 

5
5

,2
4.31 10 1.44 10

3
E

b
PP
k

−
−×

≈ = = ×  

Since Pb,2 < Pb,1, use of coherent 8-ary PSK with Eb/N0 = 13 dB is a better 
choice than use of coherent 8-ary orthogonal FSK with Eb/N0 = 8 dB.   

P.12 c Solution 
Problem 12.1: Appealing to the definition of correlation coefficient for 

two signals s1(t) and s2(t), we write 

( ) ( )

( ) ( )

0 10

2 2
0 10 0

1 2 1 2

b

b b

T

T T

s t s t dt

s t dt s t dt
ρ =

   
      

∫

∫ ∫
 

2

0

2 2
1 2 1 2

1 1cos 2 cos 2
2 2

1 1
2 2

b
c c c

c b c b

T
A f f t f f t dt

A T A T

π π
ρ

      + ∆ − ∆            ∴ =
   ×   
   

∫
 

0

1 1 1cos 2 cos 2
2 2

b
c c

b

T
f f t f f t dt

T
ρ π π      ∴ = + ∆ − ∆            

∫  

( ) ( )
0

1 cos 2 cos 4b
c

b

T
ft f t dt

T
ρ π π∴ = ∆ +  ∫  

( ) ( )sin21
2

4
2

sin b c b

cb

fT
T f

f T
f

π
ρ

π
π∆ 

∴ = + ∆ 
 

Since fc ≫ Δf, we may ignore the term in red and obtain 

( ) ( )
sin 21 sinc 2

2
b

b
b

fT
fT

T f
π

ρ
π

∆
≈ × = ∆

∆
 

Problem 12.2: The dependence of 𝜌𝜌 on Δf is as shown below. 

 

Signals s0(t) and s1(t) are orthogonal when 𝜌𝜌 = 0. With reference to the 
graph above, we see that the minimum value of Δ𝑓𝑓 for which the two signals 
are orthogonal is 1/2Tb.  

Problem 12.3: The average probability of error is given by 
 

( )
0

11 erfc
2 2

b
e

E
P

N
ρ −

=  
  
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Referring to the graph in part 2, we see that the most negative value 
of 𝜌𝜌 is −0.216, which occurs at Δ𝑓𝑓 = 0.7/Tb. The minimum value of Pe is then 

( )
0 0

1 0.216 0.6081 1erfc erfc
2 2 2

b b
e

E EP
N N

 −     = =     
    

 

Problem 12.4: For a coherent binary PSK system, the average 
probability of error is 

0

1 erfc
2

b
e

E
P

N
 

=   
 

 

 

Therefore, the Eb/N0 of this coherent binary FSK system must be 
increased by a factor of 1/0.608 = 1.64, or 2.15 dB, in order to realize the same 
average probability of error as a coherent binary PSK system.  

P.13 c Solution 
The transmitted binary PSK signal is defined by 
 

( )
( )
( )

, 0 ,symbol 1

, 0 ,symbol 0
b b

b b

E t t T
s t

E t t T

φ

φ

 ≤ ≤= 
− ≤ ≤

 

 

where the basis function 𝜙𝜙(t) is defined by 
 

( ) ( )2 cos 2 c
b

t f t
T

φ π=  

 

The locally generated basis function in the receiver is 
 

( ) ( )rec
2 cos 2 c
b

t f t
T

φ π ϕ= +  

( ) ( ) ( ) ( ) ( )rec
2 cos 2 cos sin 2 sinc c
b

t f t f t
T

φ π ϕ π ϕ∴ = −    

 

where 𝜑𝜑 is phase error. The correlator output is given by 
 

( ) ( )rec0

bT
y x t t dtϕ= ∫  

where 

( ) ( ) ( ) ; 1,2kx t s t w t k= + =  

Assuming that fc is an integer multiple of 1/Tb, and recognizing that 
sin(2𝜋𝜋fct) is orthogonal to cos(2𝜋𝜋fct) over the interval 0 ≤ t ≤ Tb, we get 

( )cosby E Wϕ= ± +  

where the plus sign corresponds to symbol 1 and the minus sign corresponds 
to symbol 0, and W is a zero-mean Gaussian variable of variance N0/2. 
Accordingly, the average probability of error of the binary PSK system with 
phase error 𝜑𝜑 is given by 

0

cos1 erfc
2

b
e

E
P

N
ϕ 

=   
 

 

 

When 𝜑𝜑 = 0, the formula above reduces to that for the standard PSK 
system equipped with perfect phase recovery. At the other extreme, when 𝜑𝜑 
= ±90o, Pe attains its worst value of unity.  

P.14 c Solution 
For coherent MSK, the probability of error is 
 

( )0erfc (I)e bP E N=  
 

while for noncoherent MSK (i.e., noncoherent binary FSK), 
 

0

1 exp (II)
2 2

b
e

E
P

N
 

= − 
 

 

 

To maintain a probability Pe = 10–5 for coherent MSK, we let u denote 
the ratio we aim for and appeal to Mathematica’s FindRoot command, 
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That is, u = 9.76, which amounts to 9.89 dB. Similarly, we set (II) to 10-5 
and apply the same command a second time, giving 

 

That is, u = 21.6, which becomes 13.3 dB; there is an increase of 3.41 
decibels from one situation to the next.  

P.15 c Solution 
Problem 15.1: The output of a 𝜋𝜋/4-shifted QPSK modulator may be 

expressed in terms of its in-phase and quadrature components as 

( ) ( ) ( ) ( ) ( )2 2cos 4 cos 2 sin 4 sin 2 ; 0,1,2,...,7c c
E Es t i f t i f t i

T T
π π π π= − =  

The different values of integer i correspond to the eight possible 
phase states in which the modulator can reside. But, unlike the 8-PSK 
modulator, the phase states of the 𝜋𝜋/4-shifted QPSK modulator are divided 
into two QPSK groups that are shifted by 𝜋𝜋/4 relative to each other. 
Accordingly, 

( ) ( )2 cos 4I
Es t i

T
π=  

( ) ( )2 sin 4Q
Es t i

T
π=  

The orthonormal-basis functions for 𝜋𝜋/4-shifted QPSK may be 
defined as 

( ) ( )2 cos 2I ct f t
T

φ π=  

( ) ( )2
2 sin 2 ct f t
T

φ π=  

Then the 𝜋𝜋/4-shifted QPSK signal is defined in terms of these two 
basis functions as 

( ) ( ) ( ) ( ) ( )1 2cos 4 sin 4s t E i t E i tπ φ π φ= −  

On the basis of this representation, Haykin proposes the following 
scheme for generating 𝜋𝜋/4-shifted QPSK signals: 

 

Problem 15.2: A 𝜋𝜋/4-shifted DQPSK signal can be expressed as 
follows, 

( ) ( ) ( ) ( ) ( )1 1
2 2cos cos 2 sin sin 2k k c k k c

E Es t f t f t
T T

φ φ π φ φ π− −= + ∆ − + ∆  

( ) ( )1
2 cos 2 c k k

Es t f t
T

π φ φ−∴ = + + ∆  
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where 𝜙𝜙𝑘𝑘−1 + Δ𝜙𝜙𝑘𝑘 = 𝜙𝜙𝑘𝑘, in which 𝜙𝜙𝑘𝑘−1 is the absolute angle of symbol k – 1, 
and Δ𝜙𝜙𝑘𝑘 is the differentially encoded phase change. In the demodulation 
process, the change in phase 𝜙𝜙𝑘𝑘 occurring over one symbol interval needs to 
be determined. If we demodulate the 𝜋𝜋/4-shifted DQPSK signal using an FM 
discriminator, the output of the discriminator is given by 

( ) ( ) ( )out out

2
2c k k

c

d f t dv t K v t K f
dt dt

π φ φ
π

+  = → = + 
 

 

( ) ( )out 2 c kv t K fπ φ∴ = + ∆  

where K is a constant. In a balanced FM discriminator, the DC offset 2𝜋𝜋𝑓𝑓𝑐𝑐K 
will not appear at the output. Hence, the output of the FM discriminator is 
KΔ𝜙𝜙𝑘𝑘.  

P.16 c Solution 
Problem 16.1: First note that the bit error probability for M-ary PAM 

can be estimated as 

2

1
logb eMP P

M
≈  

 

where, substituting PeM with the corresponding expression for M-ary PAM, 

2
2

2 0

6 log12 (I)
log 1

b
b

EMMP Q
M M M N

   −  =    −     
 

First, with M = 2, 

62
2

2 0 0

6 log 22 12 2 10
2log 2 2 1

b b
b

E E
P Q Q

N N
−

       −    = = <     −           
 

Referring to Table 8.2 in Lathi and Ding (2009), the Q function equals 
0.968×10–6 ≈ 10-6 when its argument is 4.76. Accordingly, 

 

2

0 0

4.762 4.76 11.3
2

b bE E
N N

 
= → = = 

 
 

 

The transmitted power is determined next, 

( )0
0 0

2b b
T b b b b n

E ES R E R N R S
N N

ω
   

= = =       
   

 

( )8400,000 11.3 2 10 90.4mWTS −∴ = × × × =  
 
 

In M-ary PAM, each pulse carries information from log2 M bits. It 
follows that the transmission bandwidth for M = 2 must be 

2 2

400,000 400kHz
log log 2

bRB
M

= = =  

Consider now a PAM scheme with M = 16. Equation (I) is restated as 

62
2

2 0 0

6 log 1616 1 6 42 0.469 10
16log 16 16 1 255

b b
b

E EP Q Q
N N

−
       − ×   = = <     −           

 

6

0

0.469 0.307 10b
b

E
P Q

N
− 

∴ = <  
 

 

6

0

0.307 2.13 10b
b

EP Q
N

− 
∴ = < ×  

 
 

Referring to the Q function table, we see that Q equals 0.211×10-5 if 
the argument is set to 4.60. Therefore, 

2

2
0 0

4.600.307 4.60 225
0.307

b bE E
N N

= → = =  

leading to a power ST such that 
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( ) ( )8

0

2 400,000 225 2 10 1.8Wb
T b n

E
S R S

N
ω − 

= = × × × =    
 

 

The associated bandwidth for M = 16 is 

2 2

400,000 100kHz
log log 16

bR
B

M
= = =  

Consider next a PAM scheme with M = 32. With recourse to equation 
(I), we have 

2
2

2 0 0

6 log 3232 1 6 52 0.388
32log 32 32 1 1023

b b
b

E E
P Q Q

N N

       − ×   = =     −           
 

6

0

0.388 0.171 10b
b

E
P Q

N
− 

∴ = <  
 

 

6

0

0.171 2.58 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

 

Entering the rightmost value into the Q function table, we glean that 
the Q function equals 0.2558×10-5, which is close to 2.58×10-6, when the 
argument equals 4.56. Thus, 

2

2
0 0

4.560.171 4.56 711
0.171

b bE E
N N

= → = =  

so that 

( ) ( )8

0

2 400,000 711 2 10 2.84 Wb
T b n

E
S R S

N
ω − 

= = × × × =    
 

 

The associated bandwidth for M = 32 is 

2 2

400,000 80kHz
log log 32

bR
B

M
= = =  

Problem 16.2: As before, the bit error probability is estimated as 

2

1
logb eMP P

M
≈  

which, for M-ary PSK, becomes 

2
2

2
2 0

2 log2 (II)
log

b
b

EMP Q
M M N

π  
 =  
   

 

To begin, M = 2 and 

2
62

2
2 0 0

2 log 22 2 2.22 10
log 2 2

b b
b

E EP Q Q
N N

π −
    × = = <         

 

6

0

2.22 0.5 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

Referring to Table 8.2 in Lathi and Ding (2009), the Q function attains 
a value close to 0.5×10–6 when its argument is 4.89. Accordingly, 

2

2
0 0

4.892.22 4.89 4.85
2.22

b bE E
N N

= → = =  

The transmitted power is computed next, 

( )0
0 0

2b b
T b b b b n

E ES R E R N R S
N N

ω
   

= = =       
   

 

( )8400,000 4.85 2 10 38.8mWTS −∴ = × × × =  
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The bandwidth required is, in turn, 
 

2 2

2 2 400,000 800kHz
log log 2

bR
B

M
×

= = =  

 

Next, with M = 16, 

2
62

2
2 0 0

2 log 162 0.5 0.555 10
log 16 16

b b
b

E E
P Q Q

N N
π −

    × = = <         
 

6

0

0.555 2.0 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

The Q function takes on a value close to 2.0×10-6, or 0.2×10-5, if the 
argument is set to 4.61. Therefore, 

2

2
0 0

4.610.555 4.61 69.0
0.555

b bE E
N N

= → = =  

so that 

( ) ( )8

0

2 400,000 69.0 2 10 0.552 Wb
T b n

ES R S
N

ω − 
= = × × × =    

 
 

The bandwidth required is 

2 2

2 2 400,000 200kHz
log log 16

bR
B

M
×

= = =  

Finally, with M = 32, 

2
62

2
2 0 0

2 log 322 0.4 0.310 10
log 32 32

b b
b

E E
P Q Q

N N
π −

    × = = <         
 

6

0

0.310 2.5 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

The Q function takes on a value close to 2.5×10-6, or 0.25×10-5, if the 
argument is set to 4.57. Therefore, 

2

2
0 0

4.610.555 4.61 221
0.310

b bE E
N N

= → = =  

so that 

( ) ( )8

0

2 400,000 221 2 10 1.77 Wb
T b n

E
S R S

N
ω − 

= = × × × =    
 

 

The bandwidth required is 

2 2

2 2 400,000 160kHz
log log 32

bR
B

M
×

= = =  

As before, the bit error probability is estimated as 
 

2

1
logb eMP P

M
≈  

 

which, for M-ary PSK, becomes 

2
2

2
2 0

2 log2 (II)
log

b
b

EMP Q
M M N

π  
 =  
   

 

To begin, M = 2 and 

2
62

2
2 0 0

2 log 22 2 2.22 10
log 2 2

b b
b

E EP Q Q
N N

π −
    × = = <         
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6

0

2.22 0.5 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

Referring to Table 8.2 in Lathi and Ding (2009), the Q function attains 
a value close to 0.5×10–6 when its argument is 4.89. Accordingly, 

2

2
0 0

4.892.22 4.89 4.85
2.22

b bE E
N N

= → = =  

The transmitted power is computed next, 

( )0
0 0

2b b
T b b b b n

E E
S R E R N R S

N N
ω

   
= = =       

   
 

( )8400,000 4.85 2 10 38.8mWTS −∴ = × × × =  

The bandwidth required is, in turn, 

2 2

2 2 400,000 800kHz
log log 2

bR
B

M
×

= = =  

Next, with M = 16, 

2
62

2
2 0 0

2 log 162 0.5 0.555 10
log 16 16

b b
b

E E
P Q Q

N N
π −

    × = = <         
 

6

0

0.555 2.0 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

The Q function takes on a value close to 2.0×10-6, or 0.2×10-5, if the 
argument is set to 4.61. Therefore, 

2

2
0 0

4.610.555 4.61 69.0
0.555

b bE E
N N

= → = =  

so that 

( ) ( )8

0

2 400,000 69.0 2 10 0.552 Wb
T b n

ES R S
N

ω − 
= = × × × =    

 
 

The bandwidth required is 

2 2

2 2 400,000 200kHz
log log 16

bR
B

M
×

= = =  

Finally, with M = 32, 

2
62

2
2 0 0

2 log 322 0.4 0.310 10
log 32 32

b b
b

E EP Q Q
N N

π −
    × = = <         

 

6

0

0.310 2.5 10b
b

E
P Q

N
− 

∴ = < ×  
 

 

The Q function takes on a value close to 2.5×10-6, or 0.25×10-5, if the 
argument is set to 4.57. Therefore, 

2

2
0 0

4.610.555 4.61 221
0.310

b bE E
N N

= → = =  

so that 

( ) ( )8

0

2 400,000 221 2 10 1.77 Wb
T b n

E
S R S

N
ω − 

= = × × × =    
 

 

The bandwidth required is 
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2 2

2 2 400,000 160kHz
log log 32

bR
B

M
×

= = =  

P.17 c Solution 
Problem 17.1: Since dmin = 2A, from the union bound we have Pe ≤ 

15Q(�𝑑𝑑min2 2𝑁𝑁0⁄ ) = 15Q(�2𝐴𝐴2 𝑁𝑁0⁄ ).  

Problem 17.2: Referring to the 
illustration to the side, we see that three 
levels of energy are present, namely E1 = 
A2 + A2 = 2A2, E2 = A2 + 9A2 = 10A2, and E3 = 
9A2 + 9A2 = 18A2. The average energy is 

avg 1 2 3
1 1 1
4 2 4

E E E E= + +  

2 2 2
avg

1 1 12 10 18
4 2 4

E A A A∴ = × + × + ×  

2
avg 10E A∴ =  

 

The SNR per bit is then 
2

avg
,avg

2

5
log 16 2b

E AE = =  

Problem 17.3: Simply replace A2 with 2Eb,avg/5, giving 

,avg
2

,avg

0 0 0

2
2

45215 15 15
5

b

b
e

E
EAP Q Q Q

N N N

  
×       ≤ = =       

    
  

 

Problem 17.4: For a 16-level PAL system, the probability of error is 

,avg ,avg2 2
2 2

0 0

6log 6log 162 2
1 16 1

b b
e

E EMP Q Q
M N N

   
≈ =      − −   

 

,avg

0

242
255

b
e

E
P Q

N

 
∴ =   

 
 

The ratio of power efficiency of the two systems is then 
(4/5)/(24/255) = 8.5, which amounts to 9.29 dB.  

P.18 c Solution 
Problem 18.1: Set I is a four-level PAM; Set II is a orthogonal set; Set III 

is a biorthogonal set. 
Problem 18.2: For Set I, the transmitted waveforms have energy equal 

to A2/2 in the case of u1(t) and u3(t) or 9A2/2 in the case of u2(t) and u4(t). The 
corresponding average energy is 

 

2 2 2

1
1 9 52 2
4 2 2 2

A A AE
    

= × × + × =    
    

 

 

All waveforms in the second and third sets have the same energy 
A2/2; therefore, 

2

2 3 2
AE E= =  

Problem 18.3: The average probability of a symbol error for M-PAM is, 
in general, 

( )
( )

avg
2

0

62 1
1M PAM

EM
P Q

M M N−

 −  =
 − 

 

so that, with Eavg = 5A2/2 and M = 4, 
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( )
( )

2 2

2
00

2 4 1 6 5 2 3
4 24 1M PAM

A AP Q Q
NN−

   − × = =    −   
 

Problem 18.4: For coherent detection, a union bound can be given by 
 

( ) ( )
2

4,orth 0
0

1 3
2s
AP M Q E N Q
N

 
< − =   

 
 

For non-coherent detection, in turn,  

( ) ( ) ( ) ( )2
0 02 4

4,orth,nc 2,nc
1 31 4 1
2 2

sE N A NP M P e e− −≤ − = − × =  

Problem 18.5: It is not possible to use non-coherent detection for a 
biorthogonal signal set; for example, we cannot distinguish between signals 
u1(t) and u3(t) without phase knowledge.  

Problem 18.6: The bit rate to bandwidth ratio for M-PAM is given by 
2log2M, which in the case of Set I becomes 

 

S
2 2

et 1

2log 2log 4 4R M
W
  = = = 
 

 

 

For Set II, note that the symbol interval used is 4 times larger than the 
one used in Set I, resulting in a bit rate 4 times smaller, 

S

2 2

et 2

2log 2log 4 1
4

R M
W M
  = = = 
 

 

Finally, the biorthogonal Set III has double the bandwidth efficiency 
of the orthogonal set, 

 

Set 3

2R
W
  = 
 

 

Hence, set I is the most bandwidth efficient (at the expense of larger 
average power), but set III also satisfies the requirement posed in the 
problem statement.  

P.19 c Solution 
Problem 19.1: The signals have equal energy E such that 
 

( )
22 2 2

0 0 2

52 1
2

T T T

T

TE s t dt dt dt= = + =∫ ∫ ∫  
 

The bit energy is 

2

1

5
log 2b

E TE
M

=

= =


 

and the bit rate is 

2log 1MR
T T

= =  

so that T = 1/R. It follows that Eb = 5/(2R) and 
 

0 0

5
2

bE
N RN

=  

Problem 19.2: Since the system is binary equiprobable, Pe = 
Q(�𝑑𝑑2 2𝑁𝑁0⁄ ), where 

( ) ( ) ( ) ( )
22 2 22

1 20 0 2
2 1 1 2

T T T

T
d s t s t dt dt dt T= − = − + − =  ∫ ∫ ∫  

so that 


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T

e

d
TP Q Q

N N
=

 
  

= =     
  

 

 

Lastly, with T = 1/R, 
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0 0

1
2 2e
TP Q Q
N RN

   
= =      

   
 

Problem 19.3: Since Eb = 5/(2R), we can restate the result at the end of 
the previous part as 

 0 0
5

1
52

b

b
e

E

EP Q Q
N NR

=

 
   

= =     
    
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or  
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 
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Now, noting that for binary antipodal signaling,  

0

2 b
e

EP Q
N

 
=   

 
 

 

it is easy to see, from the two foregoing equations, that the system at hand 
underperforms a binary antipodal scheme by a factor of 10. 

Problem 19.4: The updated bit rate is 

2
new

log 4 2 2R R
T T

= = =
 

Problem 19.5: We need to find 𝑑𝑑min2  in the new four-signal 
constellation. There is no obvious candidate for 𝑑𝑑min2 , so we must consider 
each distance individually. For starters, 𝑑𝑑342  = 𝑑𝑑122  = T. Also, 𝑑𝑑132  = 𝑑𝑑422  = 

∫ 4𝑠𝑠12(𝑡𝑡)𝑑𝑑𝑑𝑑𝑇𝑇
0  = 4E = 4(5T/2) = 10T. The two remaining distances are 𝑑𝑑142  and 𝑑𝑑232 , 

which are determined as 
 

( ) ( ) 22 2
14 23 1 20 0

9 9
T T

d d s t s t dt dt T= = + = =  ∫ ∫  
 

Clearly, 𝑑𝑑min2  = 𝑑𝑑122  = T = 1/R, leading to an union bound such that 

( ) ( )2
min 0 04 41 4 1d N T N

eP M e e− −≤ − = −  

01 43 RN
eP e−∴ ≤  
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